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Abstract

Medical records contain an abundance of information, very little of which is extracted and put to clinical use. Increasing the flow of information from medical records to clinical practice requires methods of analysis that are appropriate for large nonintervention studies. The purpose of this article is to explain in nontechnical language what these methods are, how they differ from conventional statistical analyses, and why the latter are generally inappropriate. This is important because of the current volume of nonintervention study analyses that either use incorrect methods or misuse correct methods. A set of guidelines is suggested for use in nonintervention clinical research.

Introduction

Data are entered into electronic medical record (EMR) systems at an enormous rate, yet the return in clinical research information is meager. There are several reasons for this, at least one of which can be addressed using current knowledge: the relatively limited awareness of the methods that are available for analyzing data in nonintervention settings. The purpose of this article is to explain in nontechnical language the issues in nonintervention clinical research and the methods that might address them. The accompanying technical supplement (available online at: www.thepermanentejournal.org/issues/2012/fall/4911-medical-records.html) explains the same issues in the more complex language of probability.

It is fair to say that the dominant view among medical researchers is that the only way to obtain reliable information about therapeutic effectiveness is through the highly developed technology of the randomized clinical trial (RCT). How this situation came about will be outlined below. The important point here is that this mentality rules out EMR-based research on philosophical grounds, with no attention to the methods that have been developed over the past 30 years for obtaining, in nonintervention situations, nearly the same information that would have been obtained if there had been an intervention. The issues in nonintervention research are indeed complicated, and the solutions are neither simple nor foolproof. Exactly the same could be said of the RCT, but unlike EMR-based research, the development of RCT methods represent a substantial cultural investment that would be put at risk if we were to acknowledge its problems openly. The best way to support the expansion of EMR-based research is to address its problems directly.

This article will develop two important themes. One is that EMRs generally have much larger samples than could ever be obtained in clinical trials. It does not seem to be generally recognized that this fact alone opens the door to methods of analysis that are difficult or impossible to apply in the RCT setting. The second theme is that because the data in EMRs have already been collected, there is ample opportunity to apply multiple methods of analysis to the same data. This is strongly discouraged in RCTs, where the plan of analysis set out before data collection must be followed. Both of these have had a common result: the conventional analysis methods that are used in RCTs have been developed to deal with inadequate sample sizes and the narrow latitude they allow for analysis. The characteristics of the analyses presented here should become more appealing when one accepts that EMR-based research is free of both these limitations.

Why Electronic Medical Record-Based Research Is Difficult

The notion that data collected from clinical practice might inform medical science goes back at least to the 1830s. Pierre-Charles-Alexandre Louis was one of the first to argue for the organized, routine collection of data on patients and treatments, with the evident intent of overthrowing the ossified opinions of the great men of medicine in his day.1 Louis did nothing to explain how the resulting data should be viewed, nor how they might specifically alter medical practice. Inspired by Louis, Jules Gavarret wrote the first book on biostatistics in 1840. He drew on the “calculus of probability” that had been recently developed by figures such as Laplace and Poisson. The method employed by Gavarret would be difficult to distinguish from the modern technique of statistical confidence intervals. It is a measure of Gavarret’s failure in the 19th century that the British founders of modern statistics in the early 20th century were evidently unaware that they were rediscovering his work.

One of the themes in the development of modern biomedical research was the belief that medicine would become more scientific to the extent that it followed the principles of experimental sciences, such as physics and chemistry. Although there were multiple attempts to realize this goal, the first self-conscious use of the methods that we now associate with RCTs was the trial of streptomycin for tuberculosis, designed and carried out by Sir Austin Bradford Hill shortly after the Second World War. It soon became apparent to the pharmaceutical industry that the RCT was admirably suited to generating the information required for regulatory approval, and virtually all subsequent methodological development of the RCT was dominated by this application. As the...
RCT became more rigidly defined and easier to carry out in a routine fashion, the idea became fixed that the RCT was the method of medical science, and that all other approaches were flawed.

From the standpoint of finding out whether a therapy works, the key feature of the RCT is that the treatments are assigned by the researchers. This is to be done in an understandable way that can be appropriately accounted for when the data are analyzed. This feature of the RCT stands in stark contrast to the practice of medicine. In a research study, treatments are assigned to learn which ones are better than which others, not to maximize the benefits to the participants. When researchers speak of intervention in this setting, they are talking about research interventions, not medical or clinical interventions (see Sidebar: Randomized Clinical Trial versus Electronic Medical Records Research).

The data in EMRs are collected during everyday medical practice, in which treatments are prescribed with the intent of producing benefits. From the research perspective, this is nonintervention research, meaning that there are no research interventions. The fundamental problem this creates is that it is not clear what kinds of data analysis are appropriate. The advantage of routine use of certain statistical methods that have become automatic in RCTs is now lost. Unfortunately, many researchers analyzing data from EMRs use precisely the same approaches that are appropriate to RCTs. Depending on the circumstances, these researchers may confuse the therapeutic situations they study, and at worst they can produce misleading results.

**Measurement.** To understand the primary problem of analysis in nonintervention studies, it is useful to have some special terminology. We will use capital letters to emphasize that we attach specific meanings to certain kinds of measurements. The first of these is Treatment, which refers to two or more different actions that could be taken with therapeutic intent. We also have Outcomes, which consist of one or more ways of measuring therapeutic benefits. The basic purpose of clinical science is to learn about the causal effects of Treatment on Outcome. We will have something to say about causation here, because this issue cannot be avoided (Figure 1).

**Common Influences.** One might think that it is only necessary to observe Treatments and Outcomes in practice, to see how they are related, and then proceed accordingly. This was more or less Louis’s approach. The chief threat to the validity of this path is Common Influences. A Common Influence is a factor that influences both the Treatment selection and the Outcome. A factor is some underlying condition, action, or state that can be measured. The idea is that as we move through a clinical population we will see the Common Influences changing from one patient to the next, and associated with these changes are changes in both the Treatments assigned to the patients and their subsequent Outcomes. If the Common Influences effectively select patients who are likely to have good clinical courses subsequent to specific Treatments, then a simplistic analysis of Treatments and Outcomes will ascribe the beneficial results to the Treatments, rather than to the action of the Common Influences. This is the primary problem with research in nonintervention situations (see Sidebar: Clinical Perspective; Common, Treatment, and Outcome Influences).

**Analysis in the Absence of Intervention.** It will come as no surprise that almost all of the methods for analyzing nonintervention data come from the social sciences. The opportunities for interventions in the social sciences, unlike medicine, are few and far between. Even when interventions can be mounted, it is still exceedingly difficult to eliminate Common Influences. It is, however, often possible to identify what some of the Common Influences are, and we will see that this is crucial in the clinical science setting as well.

---

**Randomized Clinical Trial versus Electronic Medical Records Research**

**Randomized Clinical Trial**

**Question:** Which treatment, A or B, is better for all qualifying patients?

**Method:** Emulate a scientific experiment (clear definitions of patient population, therapeutic maneuvers, intervention rules, outcomes, and efficacy analysis).

**Electronic Medical Records Research**

**Question:** How can the better treatment, A or B, be matched to an individual patient?

**Method:** Intensive investigation of naturally occurring clinical data (inclusion of all patients, multiple definitions of treatment and outcome, attention to patient subgroups, effectiveness analyses designed to reduce confounding).
Outcome and Treatment Influences

There are two other categories of measurements that need to be included in this discussion. The first is Outcome Influences. These are factors that influence the patient's medical results, independently of the Common Influences. Recall that a Common Influence affects the outcome, but it must influence the Treatment selection as well. An Outcome Influence is distinguished by the fact that it does not influence Treatment. The second category is Treatment Influences. These are factors that influence the selection of Treatment, independently of the Common Influences. Again, like the Common Influences they influence Treatment; they do not, however, influence the Outcome.

It is convenient for the purposes of exposition to consider the special case in which there are only two Treatment options to be compared, say A and B. It is natural to imagine that these Treatments occur with certain probabilities in the clinical population, and that we could estimate those probabilities on the basis of an EMR sample. It is also reasonable to imagine that we could refine this procedure by estimating the probability of A (or B) for patients with specified characteristics. The mathematical way to do this is to express these probabilities as functions of patient measurements, using customary methods of statistical modeling. Some of these measurements might be factors that do not change (like male or female gender), whereas others (like blood pressure) could depend on the time of measurement. The point is that we can generally develop formulas for predicting Treatment, based on any selected class of measurements. Any such formula that correctly expresses the probability of Treatment given a battery of predictors is a propensity score. It measures the propensity for treatment, expressed as the probability of Treatment A given the values of the predictor variables.

Now consider the following sequence of analytical actions. First, develop a propensity score for A based on some set of prediction variables. Since the probability of B is just 1 minus the probability of A, only one propensity score is necessary. (This is not true when there are more than two Treatment options.) Second, stratify the patient population into groups having the same propensity score. (Assume there are no problems here; if one were to compute the propensity scores to the last decimal, then presumably no two patients would share a score, and we want to rule out this triviality.) Third, in each of these propensity groups (patients with equal propensity scores) investigate the relationship between Treatment and the battery of prediction variables that were used to determine propensity score. You will find that within each propensity-score group, Treatment is independent of all these prediction variables. This important finding was discovered by Donald Rubin and Paul Rosenbaum.

Here is how this helps with the problem of nonintervention. Suppose that we could identify and measure all Common Influences. Suppose further that we use precisely this set of variables to construct propensity scores. According to the Rubin-Rosenbaum result, within each propensity-score group, Treatment is independent of the Common Influences. This means that in the small sample of a propensity group, the Common Influences have ceased to act as Common Influences, because they no longer influence Treatment.

This approach for doing away with Common Influences is so attractive that propensity scores have been endowed by various authors with properties they do not have. Indeed, there is considerable confusion in the biomedical literature about what propensity scores do, and how to use them, with the level of confusion depending on the credulity of each author. These mistaken views are 1) that the purpose is to accurately predict treatment, 2) that logistic regression is the only relevant statistical model, 3) that Treatment Influences should be included, and 4) that controlling for a propensity score is the same as controlling for all of its component variables. In order not to interrupt the flow of ideas at this point, these issues are developed further in the Sidebar: Misapprehension About Propensity Score Analysis.

Rubin and Rosenbaum developed the propensity score for the modest sample sizes that are typical of RCTs. One of the advertised benefits of propensity scores is that in the analysis one only needs to condition on a single value (the propensity score), irrespective of how many variables went into it. The situation is completely
Misapprehensions About Propensity Score Analysis

To Predict Treatment. The first misapprehension about propensity scores is that their purpose is to predict Treatment as accurately as possible. It is easy to see that this cannot be true. If one were able to predict Treatment perfectly using a battery of prediction variables, then each propensity-score group would have either every patient on Treatment A or every patient on Treatment B. There would be no basis for comparing outcomes within a propensity-score group, and so rather than eliminating the Common Influence problem, the analysis would have created a far greater problem.

The fact is that the variables that should determine the propensity score are the Common Influences, neither more nor less. If one were to mistakenly include an Outcome Influence in the propensity score, this would probably do no harm, although it is difficult to say in general what the consequences would be. On the other hand, including a Treatment Influence can be a serious mistake. The reason is that if an analysis is conditional on a propensity score, then it is also partially conditional on the Treatment Influence that was included in the propensity score. This means that the analysis might build in an association between Outcome and Treatment Influence, at least to some degree. But this amounts to converting a Treatment Influence into a Common Influence, precisely the opposite of what is intended.

Another type of variable that must be excluded from a propensity score is a Mediator. This is a variable that explains the mechanism by which the Treatment produces its effect. The idea is that the Treatment first alters the value of the Mediator, and then the change in the Mediator directly influences the Outcome. It is widely recognized that including Mediators in statistical models can reduce, obliterate, or even reverse a valid treatment effect, and presumably the same warning applies to their inclusion in propensity scores.

The Role of Logistic Regression. The second misapprehension is that since one only needs to predict Treatment A, a logistic regression is indicated. This is because logistic regression is the most frequently used method for assessing a yes/no outcome (eg, Treatment A versus Treatment B). The Rubin-Rosenbaum result only applies to the correct formula for predicting A in terms of the prediction variables. It does not apply to a prediction formula that differs from the correct one. If the correct propensity score is not logistic in form, then the Rubin-Rosenbaum result may not hold for a logistic regression approximation to the true form. There are two reasons this is concerning. Practical research results suggest that using the wrong form for the propensity score can have serious consequences for the analysis.1 Secondly, one will typically try different batteries of prediction variables, but then the fitted logistic regressions are inconsistent with each other. (If you drop a variable from one logistic regression, then this should lead to a propensity score averaged over the dropped variable and conditional on all the retained variables, but this will never be of logistic form.) This inconsistency cannot occur if the correct form for propensity is used.

Pooled Analysis. The third misapprehension is that a pooled analysis is appropriate. The theory says that the beneficial effects of propensity-score matching happen within propensity groups, so group-level results should be used for the analysis. That is, the group becomes the unit of analysis. Many investigators obtain the propensity groups by matching patients from the two treatment groups. They then pool all the patient data and perform an analysis that would be appropriate if a randomized trial had been done. One problem with this strategy is that the theory does not imply that Common Influences will be independent of Treatment in the pooled sample. In fact, it can be shown that the only way this can happen is if the propensity score is independent of Treatment, which is precisely what would not happen if it were correctly defined. (Judging from the literature, this is widely unknown, so a demonstration is provided in the accompanying technical supplement available online at: www.thepermanentejournal.org/issues/2012/fall/4911-medical-records.html.) The second problem with pooling is that by matching patients on the basis of their propensity scores, a dependency is created between the members of each pair. The validity of the pooled analysis depends on the patients being independent of each other. This condition is violated by the induced correlation between matched patients, raising an important issue about whether the results of the pooled analysis are correct. These observations are relevant because the pooling fallacy is exhibited throughout the published applications of propensity scores.

Controlling for All Variables. The fourth misapprehension is that controlling for a propensity score is the same as controlling for all of the variables that went into it. In the common logistic case, conditioning on the propensity score is exactly the same as conditioning on a certain linear combination of the battery of prediction variables. It is obvious that fixing a linear combination is not the same as fixing each individual variable. Researchers misguided in this regard seldom check their propensity groups to see whether they are truly homogeneous with regard to Common Influences. If the logistic propensity score contains many variables, it is likely that many of them will not be matched across patients in a propensity group, which may undermine the analysis.
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different in EMR-based research, which typically has participant-rich sample sizes. It is often possible to form many groups of patients, including perhaps some small groups, within which the patients are very similar if not identical with respect to the battery of prediction factors. We will call these matched comparison groups (MCGs), because all of their members are very much alike regarding the matching variables. One can then easily estimate the probability of Treatment A in each small MCG. The nonparametric propensity score is then computed just by identifying which group a patient falls into and assigning the corresponding probability of A.

Because this nonparametric approach involves many fewer assumptions than the logistic (or any other parametric) approach, it has an exceedingly valuable advantage to be exploited in EMR-based research. But once one has formed MCGs that are alike with respect to the Common Influences, the reason for computing and using a propensity score vanishes. The suggestion is, then, that one should record the Treatment effect within each homogeneous MCG, study how the Treatment effects vary by characteristics of MCGs, and then combine them or model them, as indicated by the findings. In other words, the excessive amount of modeling that goes on in an RCT (or any other patient-poor situation) is usually because of the relatively small number of patients in the study. This is a false economy in a patient-rich environment (see Sidebar: Clinical Perspective: Propensity Scoring and Matched Comparison Groups).

The Problem of Causation

David Hume so thoroughly scared scientists about the idea of causality that the natural tendency of most researchers is to run whenever they hear the word. We believe that there is a very simple way around this in biomedicine, and in fact an appropriate consideration of causality clarifies rather than obscures the analysis of nonintervention data.

We have been careful to use the word Influences in this discussion rather than Causes, because we do not want to make any assumptions about the nature of these influences. We are willing to say that Common Influences, Treatment Influences, and Outcome Influences are associated
with Treatment and/or Outcome without having to identify the nature of the association. But we definitely want to know what Treatment causes what Outcome.

Prediction

One place to start this discussion is in clinical practice. Suppose that, following Louis, we carefully collect Treatment and Outcome data in a given clinic for one year. If the clinic does not change its method of operation and continues seeing patients from the same population, then we would have a good basis for saying what the relationship between Treatment and Outcome would be the next year. It is because the clinic will work the same way and on the same type of patients, and because the Treatment → Outcome relationship is causal, that our prediction is justified.

In practice, the way we apply the idea of causation is to assert that some process that happens under one set of circumstances will continue to happen under some other set of circumstances. This means that the phenomenon we observe is portable. When engineers test the strength of a building material in a laboratory (one set of circumstances), they fully expect that the material will have the same properties when it is used to build something (a separate set of circumstances). In the clinical example, the reason for observing the Treatment → Outcome relationship is to modify it if there is an indication to do so. If Treatment A seems to work better than Treatment B, then next year we should use A more than B, and things will improve. This will only happen, however, if the Treatment → Outcome relationship is causal, meaning that it can be ported from the first year to the next.

Causation in Randomized Clinical Trials

Randomized drug trials apply the principle of portable causation in the following way. The patient pool is randomized into two groups, one of which receives A, the other B. Group outcomes are summarized and compared at the end of the trial. The winning treatment is then recommended for everyone. The causal assumption is that the pattern seen in the trial is portable to clinical practice. The objections that are often raised here are

Clinical Perspective: Propensity Scoring and Matched Comparison Groups

On the basis of electronic medical record (EMR) data, it is possible to predict whether a patient will be assigned a certain treatment. For example, consider an EMR-based study assessing outcomes for men with clinically localized prostate cancer undergoing either radical prostatectomy or radiation therapy. Retrospective analysis of EMR data might suggest that certain characteristics, such as age, level of education, income, and tumor staging, predict which treatment will be assigned. Then, given the values for each of these factors (four in this case) for an individual patient, we can calculate the probability of the patient’s being assigned one treatment or the other. The formula for this probability is known as a propensity score. Participants receiving different treatments can then be matched according to propensity score. For example, for each patient in the prostatectomy group, a radiation therapy patient with the same propensity score would be included.

Suppose we were to then stratify the sample into groups having the same propensity score. It has been shown that, within each propensity-score group, treatment assignment is independent of each of the individual prediction variables. So, in our example, within each group of patients with identical propensity scores, treatment assignment will be statistically independent of age. This approach, then, allows us to effectively account for potential Common Influences in the setting of a nonintervention EMR-based study.

One drawback of this approach is that patients within a propensity-score group may differ drastically with regard to individual variables contributing to the propensity score. For instance, there could potentially be great heterogeneity of income for those assigned prostatectomy versus radiation, despite identical propensity scores. However, in EMR-based research, this pitfall can potentially be avoided by forming matched comparison groups of patients with similar or identical values for the entire battery of prediction variables. This is a unique advantage of EMR-based research because of the potential for very large samples.

1) RCTs rarely sample the patient population in any meaningfully representative sense, and 2) treatment administered in a trial may differ in important ways from the “same” treatment administered in an ordinary clinical setting. Both of these arguments challenge portability, suggesting that causation is in fact a necessary assumption for an RCT, not a magical consequence of randomization, as is frequently claimed. The counterargument is that random selection of Treatment eliminates all potential Common Influences, whether they are known or not. This means 1) the search for Common Influences for a propensity score is unnecessary, and 2) Treatment is independent of potential Common Influences in the entire sample, not just in narrow propensity groups or MCGs.

Causation in Electronic Medical Records Research

EMR-based studies generally preclude facile causation arguments. If Treatment → Outcome relationships are observed, but they are partially produced by Common Influences, then the same pattern may not result if the method for selecting Treatments is changed. Thus, if identifying winning treatments is viewed as the purpose of medical research, we must consider the fact that the superior Outcomes observed with Treatment A may not be repeated when the Common Influences change. This is the core argument for removing Common Influences in EMR-based research. Researchers want to identify a Treatment → Outcome causal relationship that can be ported to a similar but different set of circumstances, but it is difficult to argue that this has been achieved unless Common Influences have been addressed. This is the fundamental reason why researchers using RCT methods of analysis in an EMR-based setting may be creating problems instead of solving them (see Sidebar: Clinical Perspective: Causation and Adjustment).

Why Not Simply Adjust?

The argument for propensity scores or MCGs may seem excessively complicated, raising the issue, why can we not use simple, conventional methods of analysis? Aren’t these methods a far easier means of accomplishing the same thing?
By “conventional analysis,” we mean fitting customary linear models. An example is linear regression, in which the Outcome is regressed on a Treatment indicator and the presumed set of Common Influences. Virtually all models used in biomedicine are variants of linear regression. For example, logistic regression is also a linear model in which the natural log of the probability of an Outcome success is linear in the explanatory effects. The same may be said of proportional hazards modeling for survival, and a variety of other, more complex models.

The essential difficulty with any kind of modeling is that models only summarize the patterns observed in the data; they do not generally have the capacity to reverse flaws in the study design. For example, if one uses a method of sampling a population that is unrepresentative (it persistently oversamples some kinds of people and undersamples others), then taking the average of an Outcome and computing a confidence interval does not overcome the poor sampling in the design; it simply portrays the consequences. In the same way (albeit with more complexity), a regression equation does not have the ability to correct unwanted features of a design. In common language, when we include Common Influences in a regression equation, it is often said that we are adjusting for them. But it is unclear what this actually means. It certainly does not mean adjustment in the usual epidemiologic sense (to summarize outcomes in strata, then pool using stratum probabilities from a standard population), in which the intent is obvious and the method transparent.

The language that is usually used to interpret regression equations contributes to the confusion. When a regression coefficient is interpreted, it is often said that it captures the effect of changing the corresponding variable by 1 unit, while holding all other variables fixed. Although this is correct in the language of mathematics, it need not be correct in the data on which the regression is based. In a typical EMR study, each patient receives one of the available Treatments. No Treatments are changed, and so one must search elsewhere for the meaning of “changing Treatment.” Given how the regression equation is constructed, “changing” a Treatment means proceeding from a patient who has one Treatment to another patient who has a different Treatment. If there are Common Influences, then they will tend to change too (otherwise they would be independent of Treatment, and not be Common Influences). It is thus meaningless to talk about changing Treatment while holding Common Influences constant, because this is not possible with the data that the regression summarizes. Even more dangerous, however, is the implication of the conventional mathematical interpretation of a regression coefficient, that it captures the causal effect of changing Treatment. This is because it is a short step from saying, “the effect of changing Treatment while holding Common Influences fixed” to saying “the causal effect of Treatment.”

The whole point of propensity scores or MCGs is to change the basis of the analysis, to recover to the extent possible the independence of Treatment and Common Influences that would have been achieved directly by randomization. The price to be paid for this is that the freeing of Treatments from Common Influences only happens in patient subgroups, either propensity-score groups or MCGs. This beneficial effect does not spread out over the entire patient sample and does not justify the fitting of overall models, as would be appropriate in an RCT.

If one is determined to fit an overall model to the entire pooled sample, then it appears to be necessary to make some assumptions about how the treatments were selected. Heckman laid the groundwork for such an approach in economics. His method has been adapted to apply to treatment groups in medical research. One of the simplest versions starts with a logistic regression of Treatment on the propensity score directly into an explanatory linear model is not the correct approach, which is again concerning because of the frequency with which this maneuver appears in the literature.

---

**Clinical Perspective: Causation and Adjustment**

Consider the example of a randomized clinical trial (RCT) comparing drug A with placebo for management of depression. Suppose that the trial shows an improvement in depression scores for the treatment group, one that is both statistically and clinically significant. The assumption is that the relationship is causal, and that the treatment effect of drug A will thus be portable to other patient populations and clinical settings.

In reality, however, the sample recruited to such a clinical trial may not be broadly representative. For instance, if participants were recruited from psychiatric practices and then treated at a research clinic, all in 2008, results may not be generalizable to patients presenting to and treated in primary care settings in 2012. Thus, when interpreting RCT results, we may view portable causation as the underlying assumption, rather than the inherent consequence of randomization. Statistical modeling cannot guarantee a portable result, and adjusting for covariates in a regression equation cannot correct shortcomings in the study design. In our example, then, primary care physicians in a community clinical practice may have difficulty applying the results of this trial to their patients.

An electronic medical records-based study of the same drug may have much larger samples, allowing for alternative statistical approaches. Treatment effects can be estimated for each homogeneous, matched comparison group, potentially providing insight into which types of patients are most likely to benefit from the intervention.
Summary: Steps for Conducting an Electronic Medical Research Study

The considerations we have laid out can be used in various ways for different types of EMR-based studies. We do not want to create a new orthodoxy for EMR research, because that is the last thing we need. But it does seem worthwhile to propose steps that should be employed unless there are reasons not to do so.

1. **Identify the Common Influences.**
   There are many ways to detect statistical associations, so there are many ways to implement this step. It would certainly be appropriate to fit regression models (of various types) in which Outcomes were explained by Treatments and candidate Common Influences, and Treatments were simultaneously explained by the same Common Influences. In the case of a new Treatment compared to usual care, it might be more appropriate to look for factors that influence Outcomes among the usual care patients, and then turn to the whole sample to see whether they also influence selection of the new Treatment. In any case, a key point here is to remove Treatment Influences from the subsequent computation of propensity scores or forming of MCGs. Because of the importance of this step, previous research or clinical opinions may make critical contributions. Because analysis is potentially sensitive to the choice of Common Influences, multiple possibilities might be retained for subsequent analyses.

2. **Form propensity groups or MCGs.**
   For each possible selection of Common Influences, create nonparametric MCGs if possible; failing this, create parametric propensity groups. A variety of methods for doing this have been developed, although they have been oriented toward settings with relatively few patients. The results of Step 1 should inform this process. In particular, they should suggest an appropriate form for the propensity score. Again, because of the sensitivity of the analysis, it may be wise to use several forms for the propensity score.

3. **Estimate a Treatment effect in each homogeneous patient group.**
   Customary estimates, such as averages or fractions, will usually be appropriate. However, if the patient groups are large enough, more complex models might be used. In particular, if Outcome Influences vary in a patient group, then it seems wise to “adjust” for them in some fashion. (This raises the issue of whether Outcome Influences should be used for matching in MCGs; this question needs to be decided on a case-by-case basis.)

4. **Evaluate whether Treatment effects vary over homogeneous patient groups.**
   With one Treatment effect estimate per patient subgroup, the subgroups themselves can be regarded as the units of analysis. Each subgroup has a set of measured characteristics (the values of the Common Influences, and possibly Outcome Influences), which can be related to Treatment effects using customary statistical methods. The reason this makes sense is that the Treatment effects have presumably been freed from the effects of Common Influences, so they represent genuine within-subgroup causal effects, and the issue is to see whether these effects vary in some systematic fashion across different homogeneous patient subgroups.

   For an example following most of these steps, see Newgard et al. Similar approaches can be found in Stukel at al., Sun et al., Smeeth et al., Rutten et al., Polsky et al., and Pollack et al. Not all of the latter studies were equally careful to exclude Treatment Influences from propensity scores.

   The presentation of final results depends on Step 4. If there is substantial homogeneity of Treatment effect across patient subgroups, then a very simple story can be told. This is in some ways the equivalent of a conventional RCT, without the cumbersome analysis to compensate for the absence of randomization. If Treatment effects differ in understandable ways across MCGs, then this may be important information that deserves careful presentation. Here is one case in which EMR research can clearly outdo the RCT, taking advantage of a larger number of patients to leverage more patient-specific clinical recommendations. In the worst scenario, the Treatment effects vary in ways that are neither explainable nor ignorable. In this case, one has to consider whether there are substantial problems in the source EMR data that have not been taken into account, despite the best attempts to do so.

   An important theme in this summary is the employment of multiple strategies. This is in stark distinction to RCT analyses, where the conventional wisdom is that one should plan all analyses in advance and not deviate from that plan even in the face of considerable evidence that it can be improved. In nonintervention research, each specific approach to analysis has its own strengths and weaknesses, and it is only by trying several of them that one builds confidence in the final results.

Conclusions

There are methods for analyzing data from nonintervention studies that attempt to reveal what an intervention study would have found. These methods are more complicated, primarily because of the requirement that Common Influences be explicitly identified, rather than ignored, as is customary in RCTs. Ordinary multivariable and multivariate statistical methods are appropriate in the search for Common Influences, but they are generally inadequate for the purpose of final analysis, where MCGs or propensity-score groups must be used. A significant advantage of EMR-based research is the possibility of increasing the therapeutic focus of patient-specific treatment. This and other benefits of EMR research are consequences of the generally large patient samples and the fact that EMR data directly reflect clinical practice, which should be the goal of clinical science.

As suggested in the Introduction, the concepts of this essay are not new; they are simply underappreciated in EMR-based research. William Cochran, one of the statistical pioneers of methods for nonintervention studies, formulated many of these ideas, although he used different language and some approaches had not yet been developed when he did his work, in the 1950s and 1960s. His student Donald Rubin, who worked in the 1970s and 1980s, is responsible for many of those approaches. The dominance of the RCT in biomedical research has fostered the view that its methods, rather
EDITORIAL

From Medical Records to Clinical Science

than a response to its limitations, reflect universal principles that should be followed in all areas of clinical science. In the case of EMR-based research, this view is neither true nor helpful.
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Counting

Some seem to have been misled by the term numerical system, which has been said to be that of M Louis. They seem to have thought that his peculiarity consists in this merely, that he counts ... We call some experienced, scientific. Is it not by comparing individual cases, by adding what they have observed in one to what they have observed in another, by counting, that they have become so?

— Researches on the Yellow River, George Cheyne Shattuck Jr, MD, 1813-1893, American physician